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Figure 1: Proposed framework of regeneration and classi�cation. Top row shows motion regeneration with motion texture.
3D motion described by skeletal dataset are converted to 2D motion textures shown in (b). Regeneration using autoencoder
synthesizes new motion texture removing statistically meaningless features as shown in (d). Bottom row shows evaluating
framework of proposed regenerated motion. We perform classi�cation using Long-Short term memory(LSTM)(f).

ABSTRACT
Motion analysis and recognition frequently su�er from noisy mo-
tion capture data not only because of systematic noises of imaging
devices but also because of motion dependent non-systematic errors
such as self occlusions and motion dynamics extraction failure from
visual data. In this work, we propose a motion regeneration method
that extracts only statistically signi�cant and distinct characteristics
of human body motion and synthesizes a new motion data. To this
end, we convert 3D human body motion to 2D motion texture that
is easily applicable to well-trained deep convolutional network. An
autoencoder is trained with our 2D motion textures to learn only
essential characteristics of human body motion in encoded space
discarding systematic noises and unexpected non-systematic errors
that are nothing to do with the description of particular motion. For
the veri�cation of the e�ectiveness of our regenerated motion, we
perform motion classi�cation test on public body motion dataset
using our Long-Short Term Memory(LSTM) based method.
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1 INTRODUCTION
Human body motion has been represented, recognized, and synthe-
sized based on body joint dynamics. Extracting joint movements
from video is a challenging task due to the di�culty of extracting
and tracking body joint locations from visual data. Recently, Kinect
has been widely used to recognize and understand bodymotion that
directly obtains each body joint movement. Its quality is limited
because of errors in depth estimation, joint ��ing on body volume,
and self occlusion. However, its cheap and simple hardware com-
pared to conventional expensive motion-capture devices makes it
a�ractive and popular in motion capturing and synthesis industry
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such as animation and interactive games. Body joint movement ob-
tained by Kinect contains two types of errors: systematic noises of
the device and non-systematic errors depending on particular body
motion or environment such as self occlusions. In order to remove
the errors, previous methods employ supervised learning. However
they are not applicable when ground truth motion data is not given.
In this paper, we propose a motion regeneration method extracting
statistically signi�cant characteristics of each joint movement and
synthesizing a new motion data. Body joint motion represented by
3D location is converted to 2D motion texture [Ke et al. 2017]. And
then, convolutional autoencoder is trained with motion textures
of all motion types which removes systematic noise [Holden et al.
2015] as well as statistically meaningless motion segment in the
motion textures.

2 PROPOSED METHOD
2.1 Motion Texture
2D motion texture is obtained by calculating relative joint positions
from anchor joints holding absolute location invariance in the rep-
resentation [Ke et al. 2017]. Four joints having minimal movements
in all body motions are chosen as anchor joints. Four sets of relative
position values are represented as respective 2D pa�ern (temporal
and joint index axes). Since relative position is calculated in three
(x,y,z) coordinates separately, we come to obtain three channels of
motion textures.

2.2 Training Autoencoder
Now, a convolutional autoencoder is trained with motion textures
of all motion types. �e structure of autoencoder used in our frame-
work is shown in �gure 1 (c). Encoding part consists of convolution
and max pooling layers reducing the dimension of motion textures.
And then decoding part simply consists of fully connected layers
restore original texture size from encoded space.

2.3 Motion Classi�cation
LSTM formotion classi�cation (�gure 1 bo�om row) uses sequential
data for training. We take 22 sequential texture patches (24*12 size)
out of regenerated motion texture with highlighted moving window
in �gure 1 (f). Each patch works as a very short-term motion
frame. We concatenate joints in the texture patch resulting in 1-
dimensional vector. Since we have four types of motion textures
for one motion, we adopt multi-task learning networks [Ke et al.
2017].

3 EXPERIMENTAL RESULTS
�antitative experimental evaluation is performed by motion clas-
si�cation test between original and regenerated motion textures
using Long-Short Term Memory(LSTM). We modify multi-task
learning networks [Ke et al. 2017] combined with LSTM. We use
ntu rgb+d dataset [Shahroudy et al. 2016] which consists of 56,000
sequences, 60 classes with 80 views. Figure 2 shows original and
regenerated motion texture samples. As indicated by the circles,
noises and unexpected movement are removed. Usually in the
motion texture, sudden color change along the temporal axis (hor-
izontal axis) happens when there is unrealistic joint movement
due to self occlusion. Figure 3 summarizes motion classi�cation

Figure 2: Original and regenerated motion texture samples
using convolutional autoencoder: Yellow circle indicates re-
moved or smoothed motion in original motion texture.

Figure 3: Motion classi�cation result using original and re-
generated motion textures

results with original motion texture, regenerated motion texture,
and encoded feature of the autoencoder. 3D motion sample in �g-
ure 3 shows that the pose errors in original data such as elbows
and shoulders is corrected a�er regeneration. Regenerated mo-
tion texture obtains improved classi�cation accuracy (73.4% →
75.8%). Although autoencoder is incapable of removing all such
non-systematic errors, improvement of the classi�cation accuracy
shows that there has been improvement in the quality of motion
data. We also conduct motion classi�cation using encoded motion
features showing further improved classi�cation accuracy (75.8%
→ 79.0%). �is is competitive accuracy compared to [Ke et al. 2017].
�is means that autoencoder creates optimal set of low-dimensional
features to classify body motions.
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